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Abstract - In cities where the number of vehicles

continuously increases faster than the available traffic

infrastructure to support them, congestion is a difficult

issue, and it becomes even worst in case of vehicle

accidents. This problem affects many aspects as modern

society including economic development, traffic

accidents, increase in greenhouse gas emission, time

spent and health issues. In this context, modern societies

can rely on traffic management system to minimize

traffic congestion and its negative effects. To address this

effect, machine learning based traffic management

system (TMS) have been proposed. This proposed system

focuses on monitor the vehicles in order to reduce the

time spend in traffic signals, detect, and prevent traffic

congestion and suggest alternative routes to the vehicles.

Index Terms - Traffic Management System, Machine

learning, YOLO, Convolution Neural Networks

I.INTRODUCTION

Now-a-days vehicles are increasing rapidly. This is

one of the reasons for traffic congestion. People are

able to use different transportation facilities such as

automotive vehicles, subways, and bicycles. However,

among all these transportation facilities, automotive

vehicles are still the most adopted due to this comfort

and practically. In this way, assuming a continuous

population growth, the number of vehicles in large

cities will increase as well, but much faster than

transportation infrastructure; consequently, traffic

congestion will become a pressing issue. It creates

several negative concerns for the environment and

society such as increasing number of traffic accidents,

economic development, increase in greenhouse gas

emission, time spent and health issues. By considering

these effects, machine learning based traffic

management systems have been proposed. In this

proposed system video sequence is the input for

convolutional neural network. Thus, the training

process was implemented using convolutional neural

network topology of the YOLO algorithm. A spatial

detection of the object in a video-frame is necessary as

a first input of most tracking algorithms. Rectangular

Region of Interest (ROI) is used for segmenting the

objects. The frame rate of the videos was 45 FPS in

YOLO object detection.

II. LITERATURE REVIEW

Shwetha R.J et al. (2018) described an Intelligent

traffic signal management system using cloud vision

API and Machine learning. The images of the next

traffic junction are taken and updated to cloud and by

the help of cloud vision API density and type of

vehicles are detected which in turn returns status to the

previous signal. The previous signal which is now the

present signal will check for the status of the next

signal based on the status it does further operation.

This trigger the RFID place next to signal to be

enabled and detects the vehicles crossing it resulting

which a penalty to be paid to traffic control.

AditiYadav et al. (2019) proposed an Adaptive traffic

management system using IOT and Machine learning.

Camera sensors and two controller boards will play

major roles. The camera sensor will capture the details

from the lane with live streaming and pass it on to first

controller board. This board will differentiate all the

vehicles from obtained data by using Tensor Flow and

maintain the count of vehicles in a particular lane. This

count will be passed on to another controller board.

This board will use this count to adjust the traffic

signals and congestion lights accordingly. If there is a

great difference between the counts of two lanes, then

using the Min-Max Fairness algorithm, the priority

will be given to low average waiting time. If thedifference is not much, then using the Round Robin

algorithm, the priority will be given to low traffic

congestion. D.Venkata et al. (2019) proposed a smart

traffic management system for smart cities using

Reinforcement learning algorithm. Compound

optimization error can be successfully handled by

using reinforcement learning technique and thus Deep

learning technique has drawn enormous fascination.

Seeing the various merits in combining reinforcement

with deep learning method we have decided to work

on setting proper and effective traffic controlling

system using these effective techniques.

III. MACHINE LEARNING – OVERVIEW

Machine Learning is an application of artificial

intelligence where a computer/machine learns from

the past experiences (input data) and makes future

predictions. The performance of such a system should

be at least human level. Machine learning algorithms

have the ability to improve themselves through

training. Fig.1 shows that the general process of

machine learning.

Fig.1 General process of Machine Learning

With machine learning algorithms, AI was able to

develop beyond just performing the tasks it was

programmed to do. Before ML entered the

mainstream, AI programs were only used to automate

low-level tasks in business and enterprise settings.

This included tasks like intelligent automation or

simple rule-based classification. This meant that AI

algorithms were restricted to only the domain of what

they were processed for. However, with machine

learning, computers were able to move past doing

what they were programmed and began evolving with

each iteration. Machine learning is no exception, and

a good flow of organized, varied data is required for a

robust ML solution. In today’s online-first world,

companies have access to a large amount of data about

their customers, usually in the millions. This data,

which is both large in the number of data points and

the number of fields, is known as big data due to the

sheer amount of information it holds.

IV.YOLO ALGORTHM

YOLO (You Only Look Once) real-time object

detection algorithm, which is one of the most effective

object detection algorithms that also encompasses

many of the most innovative ideas coming out of the

computer vision research community. Object

detection is a critical capability of autonomous vehicle

technology. It is an area of computer vision that’s

exploding and working so much better than just a few

years ago. At the end of this article, we will see a

couple of recent updates to YOLO by the original

researchers of this important technique. YOLO is a

clever convolutional neural network (CNN) for doing

object detection in real-time. The algorithm applies a

single neural network to the full image, and then

divides the image into regions and predicts bounding

boxes and probabilities for each region. These

bounding boxes are weighted by the predicted

probabilities. Fig.2 shows that the analysis of YOLO

model.

Fig.2 Analysis of YOLO Model

YOLO achieves high accuracy while also being able

to run in real-time. The algorithm “only looks once” at

the image in the sense that it requires only one forward

propagation pass through the neural network to make

predictions. After non-max suppression, it then

outputs recognized objects together with the bounding

boxes. With YOLO, a single CNN simultaneously

predicts multiple bounding boxes and class

probabilities for those boxes. YOLO trains on full

images and directly optimizes detection performance.

Fig.3 shows the object detection. © April 2021| IJIRT | Volume 7 Issue 11 | ISSN: 2349-6002
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Fig.3 Object detection

Object detection

A. Convolution Neural Networks (CNN):

CNN is widely used neural network architecture for

computer vision related tasks. Advantage of CNN is

that it automatically performs feature extraction on

images i.e. important features are detected by the

network itself. CNN is made up of three important

components called Convolutional Layer, Pooling

layer, fully connected Layer. Considering a gray scale

image of size 32\*32 would have 1024 nodes in multi-

layer approach. This process of flattening pixels loses

spatial positions of the image.

B. Region-based Convolutional Neural Networks

(R-CNN):

The Region-based Convolutional Network method

(RCNN) is a combination of region proposals with

Convolution Neural Networks (CNNs). R-CNN helps

in localising objects with a deep network and training

a high-capacity model with only a small quantity of

annotated detection data. It achieves excellent object

detection accuracy by using a deep ConvNet to

classify object proposals. R-CNN has the capability to

scale to thousands of object classes without resorting

to approximate techniques, including hashing. The fig

4. shows that Regional based convolutional neural

network.

Fig.4 Regional based CNN

C. Single Shot MultiBox Detector (SSD):

Single Shot Detector (SSD) is a method for detecting

objects in images using a single deep neural network.

The Single Shot Detector network combines

predictions from multiple feature maps with different

resolutions to naturally handle objects of various sizes.

Fig 5. shows Single Shot MultiBox Detector.

Fig.5 Single shot MultiBox detector

V. PROPOSED SYSTEM

It consists of pre-trained YOLO model algorithm to

predict the traffic congestion of vehicles. This

algorithm is used to count, detect, and track the

different types of vehicles. It determines the vehicle

count earlier and suggests alternative routes to the

vehicles. It requires only a single neural network to the

full image.

Fig.6 Block diagram for proposed system

The input video sequence is given as input to

convolutional neural network. The training process

was implemented using convolutional neural network

topology of the YOLO algorithm. A spatial detection

of the object in a video-frame is necessary as a first

input of most tracking algorithms, in our case, the

object is segmented by using a Rectangular Region of

Interest (ROI), in our implementation the frame rate of

the videos was 45 FPS. Then the frames are given toYOLO model for counting, detecting and tracking

purposes. The object detection algorithm operates in

every frame. Finally counting the entire vehicle. If

vehicle count is less than the threshold it is normal

traffic signal switching otherwise the vehicle count is

more suggest alternative routes to reduce the time

spent. The final step is to detect the wrong way

vehicle. In our system, we defined that if the vehicle

moves away from the camera, it will be detected as a

wrong way vehicle. Suppose the vehicle is coming

towards the camera and is in the right way. A wrong

way vehicle after its detection, an image of the frame

will be captured automatically. By using captured

image further inception will be handled for wrong way

vehicle.

VI. RESULTS AND DISCUSSIONS

(a)

(b)

Fig.7 Vehicle Detection

The above figures shows that the vehicle detection

image. The experimental result shows that the three

divisible lanes reduce the accident and time spent. A

threshold level is set initially as 8. In image 1, the

threshold level is 3. That is the vehicle count is less

than the threshold level, so it is consider as normal

traffic routing. In image 2, the threshold level is 9. The

count is high, so we suggest alternative routes to the

vehicles in order to reduce the time spent.

STEP BY STEP PROCESS:

Step 1: Activate traffic management in anaconda

prompt

Step 2: Calling the file of traffic detection

Step 3: Taking the videos as input.

Step 4: Interpreting the coding.

Step 5: Get the output. Volume 7 Issue 11 | ISSN: 2349-6002
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WRONG - WAY DETECTION

(a)

(b)

Fig.8 Wrong way detection images

The above figure shows the wrong way detection

images. In image 8(a), the vehicles are moving

normally. In image 8(b), one vehicle is turning

suddenly. It is moving wrongly in a one-way road; a

camera is fixed to detect such types of vehicles. If the

vehicle is moving in front of the camera, it is

considered as right way. If it is moving away from the

camera, it is consider as moving in a wrong way. An

image is captured for further inception.

From step 1 to step 3 the process is same as threshold

level. In step 4 interpreting the program for wrong way

and outputs can be observed in Anaconda Prompt.

VII CONCLUSION

In a smart city road would be equipped with the

sensors for analyzing the traffic flow. Hence, free

flowing of road traffic is important for faster

connectivity and transportation systems. Few traffic

flow prediction methods use Neural Networks and

other prediction models which take more time with

manual intervention which are not suitable for many

real-world applications. So, here, we proposed a

machine learning based traffic management system

which can be used for analysing the traffic and

predicting the congestion on specific path and

notifying well in advance the vehicles intending to

travel on the congested path. Vehicle counting is a

process to estimate the road traffic density to access

the traffic conditions. Here, video-based vehicle

counting method has been proposed the processing of

a video is achieved in three stages such as object

detection by means of YOLO, tracking and counting.

YOLO attained renewable outcome into object

detection area and achieved green accuracy into

cogitative speed in tracking. This proposed system

gives a simple, accurate and early prediction of the

traffic congestion and can give high accurate results.

REFERENCES

[1] Prof. SunayanaJadhav, SiddharthVaghela,

ShubhamTawde, RashmiBharambe, “Traffic

Signal Management using Machine Learning

Algorithm”,International Journal of Engineering

Research & Technology (IJERT),June 2020.

[2] Shwetha R.J, Srinath M, Vibha S, “Intelligent

traffic signal management system using cloud

vision API and Machine learning”, International

Journal of Engineering Research & Technology

(IJERT), June 2018.

[3] AditiYadav, Vaishali More, NehaShinde,

ManjiriNerurkar, NitinSakhare, “Adaptive

Traffic Management System Using IoT and

Machine Learning”, Journal of Electrical

Technology, Vol 4, pp.221-226, Jan 2019.

[4] PawełGoraxi, MaciejBrzeskixi, Katarzyna

Karnasxi, Hubert Dryjaxi, Magdalena

Kukawskaxi, MarcinMozejko, “Solving Traffic

Signal Setting Problem Using Machine

Learning”, IJAT, Vol.8, pp.1021-1025, Mar 2019.

[5] Julian Nubert, Nicholas Giai Truong, Abel Lim,

Herbert IlhanTanujaya, “Traffic Density

Estimation using a Convolutional Neural

Network Machine Learning Project”, National

University of Singapore, 5 September 2018.

[6] M Luo, SC Lin, IF Akyildiz, “Software defined

network traffic congestion control”, Scientific

Programming Volume 20We present YOLO, a new approach to object detection.

Prior work on object detection repurposes classifiers to per-

form detection. Instead, we frame object detection as a re-

gression problem to spatially separated bounding boxes and

associated class probabilities. A single neural network pre-

dicts bounding boxes and class probabilities directly from

full images in one evaluation. Since the whole detection

pipeline is a single network, it can be optimized end-to-end

directly on detection performance.

Our unified architecture is extremely fast. Our base

YOLO model processes images in real-time at 45 frames

per second. A smaller version of the network, Fast YOLO,

processes an astounding 155 frames per second while

still achieving double the mAP of other real-time detec-

tors. Compared to state-of-the-art detection systems, YOLO

makes more localization errors but is far less likely to pre-

dict false detections where nothing exists. Finally, YOLO

learns very general representations of objects. It outper-

forms all other detection methods, including DPM and R-

CNN, by a wide margin when generalizing from natural im-

ages to artwork on both the Picasso Dataset and the People-

Art Dataset.

1. Introduction

Humans glance at an image and instantly know what ob-

jects are in the image, where they are, and how they in-

teract. The human visual system is fast and accurate, al-

lowing us to perform complex tasks like driving with little

conscious thought. Fast, accurate, algorithms for object de-

tection would allow computers to drive cars in any weather

without specialized sensors, enable assistive devices to con-

vey real-time scene information to human users, and unlock

the potential for general purpose, responsive robotic sys-

tems.

Current detection systems repurpose classifiers to per-

form detection. To detect an object, these systems take a

1. Resize image.

2. Run convolutional network.

3. Non-max suppression.

Dog: 0.30

Person: 0.64

Horse: 0.28

Figure 1: The YOLO Detection System. Processing images

with YOLO is simple and straightforward. Our system (1) resizes

the input image to 448 × 448, (2) runs a single convolutional net-

work on the image, and (3) thresholds the resulting detections by

the model’s confidence.

classifier for that object and evaluate it at various locations

and scales in a test image. Systems like deformable parts

models (DPM) use a sliding window approach where the

classifier is run at evenly spaced locations over the entire

image [10].

More recent approaches like R-CNN use region proposal

methods to first generate potential bounding boxes in an im-

age and then run a classifier on these proposed boxes. After

classification, post-processing is used to refine the bound-

ing box, eliminate duplicate detections, and rescore the box

based on other objects in the scene [13]. These complex

pipelines are slow and hard to optimize because each indi-

vidual component must be trained separately.

We reframe object detection as a single regression prob-

lem, straight from image pixels to bounding box coordi-

nates and class probabilities. Using our system, you only

look once (YOLO) at an image to predict what objects are

present and where they are.

YOLO is refreshingly simple: see Figure 1. A sin-

gle convolutional network simultaneously predicts multi-

ple bounding boxes and class probabilities for those boxes.

YOLO trains on full images and directly optimizes detec-

tion performance. This unified model has several benefits

over traditional methods of object detection.

First, YOLO is extremely fast. Since we frame detection

as a regression problem we don’t need a complex pipeline.

We simply run our neural network on a new image at testtime to predict detections. Our base network runs at 45

frames per second with no batch processing on a Titan X

GPU and a fast version runs at more than 150 fps. This

means we can process streaming video in real-time with

less than 25 milliseconds of latency. Furthermore, YOLO

achieves more than twice the mean average precision of

other real-time systems. For a demo of our system run-

ning in real-time on a webcam please see our (anonymous)

YouTube channel: https://goo.gl/bEs6Cj.

Second, YOLO reasons globally about the image when

making predictions. Unlike sliding window and region

proposal-based techniques, YOLO sees the entire image

during training and test time so it encodes contextual in-

formation about classes as well as their appearance. Fast

R-CNN, a top detection method [14], mistakes background

patches in an image for objects because it can’t see the

larger context. YOLO makes less than half the number of

background errors compared to Fast R-CNN.

Third, YOLO learns generalizable representations of ob-

jects. When trained on natural images and tested on art-

work, YOLO outperforms top detection methods like DPM

and R-CNN by a wide margin. Since YOLO is highly gen-

eralizable it is less likely to break down when applied to

new domains or unexpected input.

All of our training and testing code is open source and

available online at [removed for review]. A variety of pre-

trained models are also available to download.

2. Unified Detection

We unify the separate components of object detection

into a single neural network. Our network uses features

from the entire image to predict each bounding box. It

also predicts all bounding boxes for an image simultane-

ously. This means our network reasons globally about the

full image and all the objects in the image. The YOLO de-

sign enables end-to-end training and real-time speeds while

maintaining high average precision.

Our system divides the input image into a S × S grid. If

the center of an object falls into a grid cell, that grid cell is

responsible for detecting that object.

Each grid cell predicts B bounding boxes and confidence

scores for those boxes. These confidence scores reflect how

confident the model is that the box contains an object and

also how accurate it thinks the box is that it predicts. For-

mally we define confidence as Pr(Object) ∗ IOUtruth

pred . If no

object exists in that cell, the confidence scores should be

zero. Otherwise we want the confidence score to equal the

intersection over union (IOU) between the predicted box

and the ground truth.

Each bounding box consists of 5 predictions: x, y, w, h,

and confidence. The (x, y) coordinates represent the center

of the box relative to the bounds of the grid cell. The width

and height are predicted relative to the whole image. Finally

the confidence prediction represents the IOU between the

predicted box and any ground truth box.

Each grid cell also predicts C conditional class proba-

bilities, Pr(Classi

|Object). These probabilities are condi-

tioned on the grid cell containing an object. We only predict

one set of class probabilities per grid cell, regardless of the

number of boxes B.

At test time we multiply the conditional class probabili-

ties and the individual box confidence predictions,

Pr(Classi|Object) ∗ Pr(Object) ∗ IOUtruth

pred = Pr(Classi) ∗ IOUtruth

pred (1)

which gives us class-specific confidence scores for each

box. These scores encode both the probability of that class

appearing in the box and how well the predicted box fits the

object.

Figure 2: The Model. Our system models detection as a re-

gression problem. It divides the image into an even grid and si-

multaneously predicts bounding boxes, confidence in those boxes,

and class probabilities. These predictions are encoded as an

S × S × (B ∗ 5 + C) tensor.

For evaluating YOLO on PASCAL VOC, we use S = 7,

B = 2. PASCAL VOC has 20 labelled classes so C = 20.

Our final prediction is a 7 × 7 × 30 tensor.

2.1. Design

We implement this model as a convolutional neural net-

work and evaluate it on the PASCAL VOC detection dataset

[9]. The initial convolutional layers of the network extract

features from the image while the fully connected layers

predict the output probabilities and coordinates.

Our network architecture is inspired by the GoogLeNet

model for image classification [33]. Our network has 24

convolutional layers followed by 2 fully connected lay-

ers. However, instead of the inception modules used by

GoogLeNet we simply use 1 × 1 reduction layers followed

by 3 × 3 convolutional layers, similar to Lin et al [22]. The

full network is shown in Fig448
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Figure 3: The Architecture. Our detection network has 24 convolutional layers followed by 2 fully connected layers. Alternating 1 × 1

convolutional layers reduce the features space from preceding layers. We pretrain the convolutional layers on the ImageNet classification

task at half the resolution (224 × 224 input image) and then double the resolution for detection.

We also train a fast version of YOLO designed to push

the boundaries of fast object detection. Fast YOLO uses a

neural network with fewer convolutional layers (9 instead

of 24) and fewer filters in those layers. Other than the size

of the network, all training and testing parameters are the

same between YOLO and Fast YOLO.

The final output of our network is the 7 × 7 × 30 tensor

of predictions.

2.2. Training

We pretrain our convolutional layers on the ImageNet

1000-class competition dataset [29]. For pretraining we use

the first 20 convolutional layers from Figure 3 followed by a

average-pooling layer and a fully connected layer. We train

this network for approximately a week and achieve a single

crop top-5 accuracy of 88% on the ImageNet 2012 valida-

tion set, comparable to the GoogLeNet models in Caffe’s

Model Zoo [24].

We then convert the model to perform detection. Ren et

al. show that adding both convolutional and connected lay-

ers to pretrained networks can improve performance [28].

Following their example, we add four convolutional lay-

ers and two fully connected layers with randomly initialized

weights. Detection often requires fine-grained visual infor-

mation so we increase the input resolution of the network

from 224 × 224 to 448 × 448.

Our final layer predicts both class probabilities and

bounding box coordinates. We normalize the bounding box

width and height by the image width and height so that they

fall between 0 and 1. We parametrize the bounding box x

and y coordinates to be offsets of a particular grid cell loca-

tion so they are also bounded between 0 and 1.

We use a linear activation function for the final layer and

all other layers use the following leaky rectified linear acti-

vation:

φ(x) = (

x, if x > 0

0.1x, otherwise

(2)

We optimize for sum-squared error in the output of our

model. We use sum-squared error because it is easy to op-

timize, however it does not perfectly align with our goal of

maximizing average precision. It weights localization er-

ror equally with classification error which may not be ideal.

Also, in every image many grid cells do not contain any

object. This pushes the “confidence” scores of those cells

towards zero, often overpowering the gradient from cells

that do contain objects. This can lead to model instability,

causing training to diverge early on.

To remedy this, we increase the loss from bounding box

coordinate predictions and decrease the loss from confi-

dence predictions for boxes that don’t contain objects. We

use two parameters, λcoord and λnoobj to accomplish this. We

set λcoord = 5 and λnoobj = .5.

Sum-squared error also equally weights errors in large

boxes and small boxes. Our error metric should reflect that

small deviations in large boxes matter less than in small

boxes. To partially address this we predict the square root

of the bounding box width and height instead of the width

and height directly.

YOLO predicts multiple bounding boxes per grid cell.

At training time we only want one bounding box predictor

to be responsible for each object. We assign one predictor

to be “responsible” for predicting an object based on which

prediction has the highest current IOU with the ground

truth. This leads to specialization between the bounding box

predictors. Each predictor gets better at predicting certain

sizes, aspect ratios, or classes of object, improving overall

recall.

3During training we optimize the following, multi-part

loss function:

λcoordXS2

i=0

XB

j=0

1

obj

ij (xi − xˆi)

2 + (yi − yˆi)

2

+ λcoordXS2

i=0

XB

j=0

1

obj

ij √wi −

p

wˆi

2

+

p

hi −

q

hˆi

2

+

XS2

i=0

XB

j=0

1

obj

ij

Ci − Cˆi

2

+ λnoobjXS2

i=0

XB

j=0

1

noobj

ij

Ci − Cˆi

2

+

XS2

i=0

1

obj

i

X

c∈classes

(pi(c) − pˆi(c))2

(3)

where 1

obj

i

denotes if object appears in cell i and 1

obj

ij de-

notes that the jth bounding box predictor in cell i is “re-

sponsible” for that prediction.

Note that the loss function only penalizes classification

error if an object is present in that grid cell (hence the con-

ditional class probability discussed earlier). It also only pe-

nalizes bounding box coordinate error if that predictor is

“responsible” for the ground truth box (i.e. has the highest

IOU of any predictor in that grid cell).

We train the network for about 135 epochs on the train-

ing and validation data sets from PASCAL VOC 2007 and

2012. When testing on 2012 we also include the VOC 2007

test data. Throughout training we use a batch size of 64, a

momentum of 0.9 and a decay of 0.0005.

Our learning rate schedule is as follows: For the first

epochs we slowly raise the learning rate from 10−3

to 10−2

.

If we start at a high learning rate our model often diverges

due to unstable gradients. We continue training with 10−2

for 75 epochs, then decrease to 10−3

for 30 epochs, and

finally decrease again to 10−4

for 30 epochs.

To avoid overfitting we use dropout and extensive data

augmentation. A dropout layer with rate = .5 after the first

connected layer prevents co-adaptation between layers [18].

For data augmentation we introduce random scaling and

translations of up to 20% of the original image size. We

also randomly adjust the exposure and saturation of the im-

age by up to a factor of 1.5 in the HSV color space.

2.3. Inference

Just like in training, predicting detections for a test image

only requires one network evaluation. On PASCAL VOC the

network predicts 98 bounding boxes per image and class

probabilities for each box. YOLO is extremely fast at test

time since it only requires a single network evaluation, un-

like classifier-based methods.

The grid design enforces spatial diversity in the bound-

ing box predictions. Often it is clear which grid cell an

object falls in to and the network only predicts one box for

each object. However, some large objects or objects near

the border of multiple cells can be well localized by multi-

ple cells. Non-maximal suppression can be used to fix these

multiple detections. While not critical to performance as it

is for R-CNN or DPM, non-maximal suppression adds 2-

3% in mAP.

2.4. Limitations of YOLO

YOLO imposes strong spatial constraints on bounding

box predictions since each grid cell only predicts two boxes

and can only have one class. This spatial constraint lim-

its the number of nearby objects that our model can pre-

dict. Our model struggles with small objects that appear in

groups, such as flocks of birds.

Since our model learns to predict bounding boxes from

data, it struggles to generalize to objects in new or unusual

aspect ratios or configurations. Our model also uses rela-

tively coarse features for predicting bounding boxes since

our architecture has multiple downsampling layers from the

input image.

Finally, while we train on a loss function that approxi-

mates detection performance, our loss function treats errors

the same in small bounding boxes versus large bounding

boxes. A small error in a large box is generally benign but a

small error in a small box has a much greater effect on IOU.

Our main source of error is incorrect localizations.

3. Comparison to Other Detection Systems

Object detection is a core problem in computer vision.

Detection pipelines generally start by extracting a set of

robust features from input images (Haar [25], SIFT [23],

HOG [4], convolutional features [6]). Then, classifiers

[35, 21, 13, 10] or localizers [1, 31] are used to identify

objects in the feature space. These classifiers or localizers

are run either in sliding window fashion over the whole im-

age or on some subset of regions in the image [34, 15, 38].

We compare the YOLO detection system to several top de-

tection frameworks, highlighting key similarities and differ-

ences.

Deformable parts models. Deformable parts models

(DPM) use a sliding window approach to object detection

[10]. DPM uses a disjoint pipeline to extract static features,

classify regions, predict bounding boxes for high scoring

regions, etc. Our system replaces all of these disparate parts

with a single convolutional neural network. The network

performs feature extraction, bounding box prediction, non-

maximal suppression, and contextual reasoning all concur-

rently. Instead of static features, the network trains the fea-

tures in-line and optimizes them for the detection task. Our

unified architecture leads to a faster, more accurate model

than DPM.

R-CNN. R-CNN and its variants use region proposals in-

stead of sliding windows to find objects in images. Selective

4Search [34] generates potential bounding boxes, a convolu-

tional network extracts features, an SVM scores the boxes, a

linear model adjusts the bounding boxes, and non-max sup-

pression eliminates duplicate detections. Each stage of this

complex pipeline must be precisely tuned independently

and the resulting system is very slow, taking more than 40

seconds per image at test time [14].

YOLO shares some similarities with R-CNN. Each grid

cell proposes a potential bounding boxes and scores those

boxes using convolutional features. However, our system

puts spatial constraints on the grid cell proposals which

helps mitigate multiple detections of the same object. Our

system also proposes far fewer bounding boxes, only 98

per image compared to about 2000 from Selective Search.

Finally, our system combines these individual components

into a single, jointly optimized model.

Other Fast Detectors Fast and Faster R-CNN focus on

speeding up the R-CNN framework by sharing computa-

tion and using neural networks to propose regions instead

of Selective Search [14] [27]. While they offer speed and

accuracy improvements over R-CNN, both still fall short of

real-time performance.

Many research efforts focus on speeding up the DPM

pipeline [30] [37] [5]. They speed up HOG computation,

use cascades, and push computation to GPUs. However,

only 30Hz DPM actually runs in real-time.

Instead of trying to optimize individual components of

a large detection pipeline, YOLO throws out the pipeline

entirely and is fast by design.

Detectors for single classes like faces or people can be

highly optimized since they have to deal with much less

variation [36]. YOLO is a general purpose detector that

learns to detect a variety of objects simultaneously.

Deep MultiBox. Unlike R-CNN, Szegedy et al. train a

convolutional neural network to predict regions of interest

[8] instead of using Selective Search. MultiBox can also

perform single object detection by replacing the confidence

prediction with a single class prediction. However, Multi-

Box cannot perform general object detection and is still just

a piece in a larger detection pipeline, requiring further im-

age patch classification. Both YOLO and MultiBox use a

convolutional network to predict bounding boxes in an im-

age but YOLO is a complete detection system.

OverFeat. Sermanet et al. train a convolutional neural

network to perform localization and adapt that localizer to

perform detection [31]. OverFeat efficiently performs slid-

ing window detection but it is still a disjoint system. Over-

Feat optimizes for localization, not detection performance.

Like DPM, the localizer only sees local information when

making a prediction. OverFeat cannot reason about global

context and thus requires significant post-processing to pro-

duce coherent detections.

MultiGrasp. Our work is similar in design to work on

grasp detection by Redmon et al [26]. Our grid approach to

bounding box prediction is based on the MultiGrasp system

for regression to grasps. However, grasp detection is a much

simpler task than object detection. MultiGrasp only needs

to predict a single graspable region for an image containing

one object. It doesn’t have to estimate the size, location or

boundaries of the object or predict it’s class only find a re-

gion suitable for gripping. YOLO predicts both bounding

boxes and class probabilities for multiple objects of multi-

ple classes in an image.

4. Experiments

First we compare YOLO with other real-time detection

systems on PASCAL VOC 2007. To understand the differ-

ences between YOLO and R-CNN variants we explore the

errors on VOC 2007 made by YOLO and Fast R-CNN, one

of the highest performing versions of R-CNN [14]. Based

on the different error profiles we show that YOLO can be

used to rescore Fast R-CNN detections and reduce the er-

rors from background false positives, giving a significant

performance boost. We also present VOC 2012 results and

compare mAP to current state-of-the-art methods. Finally,

we show that YOLO generalizes to new domains better than

other detectors on two artwork datasets.

4.1. Comparison to Other Real-Time Systems

Many research efforts in object detection focus on mak-

ing standard detection pipelines fast. [5] [37] [30] [14] [17]

[27] However, only Sadeghi et al. actually produce a detec-

tion system that runs in real-time (30 frames per second or

better). We compare YOLO to their GPU implementation of

DPM which runs either at 30Hz or 100Hz. While the other

efforts don’t reach the real-time milestone we also com-

pare their relative mAP and speed to examine the accuracy-

performance tradeoffs available in object detection systems.

Fast YOLO is the fastest object detection method on

PASCAL; as far as we know, it is the fastest extant object

detector. With 52.7% mAP, it is more than twice as accu-

rate as prior work on real-time detection. YOLO pushes

mAP by an additional 10% while still maintaining real-time

performance.

Fastest DPM effectively speeds up DPM without sacri-

ficing much mAP but it still misses real-time performance

by a factor of 2. It also is limited by DPM’s relatively

low accuracy on detection compared to neural network ap-

proaches.

R-CNN minus R replaces Selective Search with static

bounding box proposals. While it is much faster than R-

CNN, it still falls short of real-time and takes a significant

accuracy hit from not having good proposals.

Fast R-CNN speeds up the classification stage of R-CNN

but it still relies on selective search which can take around

2 seconds per image to generate bounding box proposals.

5Real-Time Detectors Train mAP FPS

100Hz DPM [30] 2007 16.0 100

30Hz DPM [30] 2007 26.1 30

Fast YOLO 2007+2012 52.7 155

YOLO 2007+2012 63.4 45

Less Than Real-Time

Fastest DPM [37] 2007 30.4 15

R-CNN Minus R [20] 2007 53.5 6

Fast R-CNN [14] 2007+2012 70.0 0.5

Faster R-CNN VGG-16[27] 2007+2012 73.2 7

Faster R-CNN ZF [27] 2007+2012 62.1 18

Table 1: Real-Time Systems on PASCAL VOC 2007. Compar-

ing the performance and speed of fast detectors. Fast YOLO is

the fastest detector on record for PASCAL VOC detection and is

still twice as accurate as any other real-time detector. YOLO is

10 mAP more accurate than the fast version while still well above

real-time in speed.

Thus it has high mAP but at 0.5 fps it is still far from real-

time.

The recent Faster R-CNN replaces selective search with

a neural network to propose bounding boxes, similar to

Szegedy et al. [8] In our tests, their most accurate model

achieves 7 fps while a smaller, less accurate one runs at

18 fps. The VGG-16 version of Faster R-CNN is 10 mAP

higher but is also 6 times slower than YOLO. The Zeiler-

Fergus Faster R-CNN is only 2.5 times slower than YOLO

but is also less accurate.

4.2. VOC 2007 Error Analysis

To further examine the differences between YOLO and

state-of-the-art detectors, we look at a detailed breakdown

of results on VOC 2007. We compare YOLO to Fast R-

CNN since Fast R-CNN is one of the highest performing

detectors on PASCAL and it’s detections are publicly avail-

able.

We use the methodology and tools of Hoiem et al. [19]

For each category at test time we look at the top N predic-

tions for that category. Each prediction is either correct or

it is classified based on the type of error:

• Correct: correct class and IOU > .5

• Localization: correct class, .1 < IOU < .5

• Similar: class is similar, IOU > .1

• Other: class is wrong, IOU > .1

• Background: IOU < .1 for any object

Figure 4 shows the breakdown of each error type aver-

aged across all 20 classes.

YOLO struggles to localize objects correctly. Localiza-

tion error accounts for more of YOLO’s errors than all other

Correct: 71.6% Correct: 65.5%

Loc: 8.6%

Sim: 4.3%

Other: 1.9%

Background: 13.6%

Loc: 19.0%

Sim: 6.75%

Other: 4.0%

Background: 4.75%

Fast R-CNN YOLO

Figure 4: Error Analysis: Fast R-CNN vs. YOLO These

charts show the percentage of localization and background errors

in the top N detections for various categories (N = # objects in that

category).

sources combined. Fast R-CNN makes much fewer local-

ization errors but far more background errors. 13.6% of

it’s top detections are false positives that don’t contain any

objects. Fast R-CNN is almost 3x more likely to predict

background detections than YOLO.

4.3. Combining Fast R-CNN and YOLO

mAP Combined Gain

Fast R-CNN - 71.8 -

Fast R-CNN (2007 data) 66.9 72.4 .6

Fast R-CNN (VGG-M) 59.2 72.4 .6

Fast R-CNN (CaffeNet) 57.1 72.1 .3

YOLO 63.4 75.0 3.2

Table 2: Model combination experiments on VOC 2007. We

examine the effect of combining various models with the best ver-

sion of Fast R-CNN. Other versions of Fast R-CNN provide only

a small benefit while YOLO provides a significant performance

boost.

YOLO makes far fewer background mistakes than Fast

R-CNN. By using YOLO to eliminate background detec-

tions from Fast R-CNN we get a significant boost in perfor-

mance. For every bounding box that R-CNN predicts we

check to see if YOLO predicts a similar box. If it does, we

give that prediction a boost based on the probability pre-

dicted by YOLO and the overlap between the two boxes.

The best Fast R-CNN model achieves a mAP of 71.8%

on the VOC 2007 test set. When combined with YOLO, its

mAP increases by 3.2% to 75.0%. We also tried combining

the top Fast R-CNN model with several other versions of

Fast R-CNN. Those ensembles produced small increases in

mAP between .3 and .6%, see Table 2 for details.

The boost from YOLO is not simply a byproduct of

model ensembling since there is little benefit from combin-
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MR CNN MORE DATA [11] 73.9 85.5 82.9 76.6 57.8 62.7 79.4 77.2 86.6 55.0 79.1 62.2 87.0 83.4 84.7 78.9 45.3 73.4 65.8 80.3 74.0

HyperNet VGG 71.4 84.2 78.5 73.6 55.6 53.7 78.7 79.8 87.7 49.6 74.9 52.1 86.0 81.7 83.3 81.8 48.6 73.5 59.4 79.9 65.7

HyperNet SP 71.3 84.1 78.3 73.3 55.5 53.6 78.6 79.6 87.5 49.5 74.9 52.1 85.6 81.6 83.2 81.6 48.4 73.2 59.3 79.7 65.6

Fast R-CNN + YOLO 70.7 83.4 78.5 73.5 55.8 43.4 79.1 73.1 89.4 49.4 75.5 57.0 87.5 80.9 81.0 74.7 41.8 71.5 68.5 82.1 67.2

MR CNN S CNN [11] 70.7 85.0 79.6 71.5 55.3 57.7 76.0 73.9 84.6 50.5 74.3 61.7 85.5 79.9 81.7 76.4 41.0 69.0 61.2 77.7 72.1

Faster R-CNN [27] 70.4 84.9 79.8 74.3 53.9 49.8 77.5 75.9 88.5 45.6 77.1 55.3 86.9 81.7 80.9 79.6 40.1 72.6 60.9 81.2 61.5

DEEP ENS COCO 70.1 84.0 79.4 71.6 51.9 51.1 74.1 72.1 88.6 48.3 73.4 57.8 86.1 80.0 80.7 70.4 46.6 69.6 68.8 75.9 71.4

NoC [28] 68.8 82.8 79.0 71.6 52.3 53.7 74.1 69.0 84.9 46.9 74.3 53.1 85.0 81.3 79.5 72.2 38.9 72.4 59.5 76.7 68.1

Fast R-CNN [14] 68.4 82.3 78.4 70.8 52.3 38.7 77.8 71.6 89.3 44.2 73.0 55.0 87.5 80.5 80.8 72.0 35.1 68.3 65.7 80.4 64.2

UMICH FGS STRUCT 66.4 82.9 76.1 64.1 44.6 49.4 70.3 71.2 84.6 42.7 68.6 55.8 82.7 77.1 79.9 68.7 41.4 69.0 60.0 72.0 66.2

NUS NIN C2000 [7] 63.8 80.2 73.8 61.9 43.7 43.0 70.3 67.6 80.7 41.9 69.7 51.7 78.2 75.2 76.9 65.1 38.6 68.3 58.0 68.7 63.3

BabyLearning [7] 63.2 78.0 74.2 61.3 45.7 42.7 68.2 66.8 80.2 40.6 70.0 49.8 79.0 74.5 77.9 64.0 35.3 67.9 55.7 68.7 62.6

NUS NIN 62.4 77.9 73.1 62.6 39.5 43.3 69.1 66.4 78.9 39.1 68.1 50.0 77.2 71.3 76.1 64.7 38.4 66.9 56.2 66.9 62.7

R-CNN VGG BB [13] 62.4 79.6 72.7 61.9 41.2 41.9 65.9 66.4 84.6 38.5 67.2 46.7 82.0 74.8 76.0 65.2 35.6 65.4 54.2 67.4 60.3

R-CNN VGG [13] 59.2 76.8 70.9 56.6 37.5 36.9 62.9 63.6 81.1 35.7 64.3 43.9 80.4 71.6 74.0 60.0 30.8 63.4 52.0 63.5 58.7

YOLO 57.9 77.0 67.2 57.7 38.3 22.7 68.3 55.9 81.4 36.2 60.8 48.5 77.2 72.3 71.3 63.5 28.9 52.2 54.8 73.9 50.8

Feature Edit [32] 56.3 74.6 69.1 54.4 39.1 33.1 65.2 62.7 69.7 30.8 56.0 44.6 70.0 64.4 71.1 60.2 33.3 61.3 46.4 61.7 57.8

R-CNN BB [13] 53.3 71.8 65.8 52.0 34.1 32.6 59.6 60.0 69.8 27.6 52.0 41.7 69.6 61.3 68.3 57.8 29.6 57.8 40.9 59.3 54.1

SDS [16] 50.7 69.7 58.4 48.5 28.3 28.8 61.3 57.5 70.8 24.1 50.7 35.9 64.9 59.1 65.8 57.1 26.0 58.8 38.6 58.9 50.7

R-CNN [13] 49.6 68.1 63.8 46.1 29.4 27.9 56.6 57.0 65.9 26.5 48.7 39.5 66.2 57.3 65.4 53.2 26.2 54.5 38.1 50.6 51.6

Table 3: PASCAL VOC 2012 Leaderboard. YOLO compared with the full comp4 (outside data allowed) public leaderboard as of

November 6th, 2015. Mean average precision and per-class average precision are shown for a variety of detection methods. YOLO is the

only real-time detector. Fast R-CNN + YOLO is the forth highest scoring method, with a 2.3% boost over Fast R-CNN.

ing different versions of Fast R-CNN. Rather, it is specif-

ically because YOLO makes different kinds of mistakes at

test time that it is so effective at boosting Fast R-CNN’s

performance.

Unfortunately, this combination doesn’t benefit from the

speed of YOLO since we run each model seperately and

then combine the results. However, since YOLO is so fast

it doesn’t add any significant computational time compared

to Fast R-CNN.

4.4. VOC 2012 Results

On the VOC 2012 test set, YOLO scores 57.9% mAP.

This is lower than the current state of the art, closer to

the original R-CNN using VGG-16, see Table 3. Our sys-

tem struggles with small objects compared to its closest

competitors. On categories like bottle, sheep, and

tv/monitor YOLO scores 8-10% lower than R-CNN or

Feature Edit. However, on other categories like cat and

train YOLO achieves higher performance.

Our combined Fast R-CNN + YOLO model is one of the

highest performing detection methods. Fast R-CNN gets

a 2.3% improvement from the combination with YOLO,

boosting it 5 spots up on the public leaderboard.

4.5. Generalizability

Academic datasets for object detection draw the training

and testing data from the same distribution. In real-world

applications it is hard to predict all possible use cases and

the test data can diverge from what the system has seen be-

fore [3]. We want our detector to learn robust representa-

tions of visual concepts so that they can generalize to new

domains or unexpected input at test time.

We compare YOLO to other detection systems on the

Picasso Dataset [12] and the People-Art Dataset [3], two

datasets for generalizing detection to artwork. Models are

trained on subsets of the VOC data and then run on artwork

to detect people.

Figure 5 shows comparative performance between

YOLO and other detection methods. For reference, we give

VOC 2007 detection AP on person where all models are

trained only on VOC 2007 data. On Picasso models are

trained on VOC 2012 while on People-Art they are trained

on VOC 2010.

YOLO outperforms other detection methods across the

board. It has good performance on VOC 2007 and its AP

degrades less than other methods when applied to artwork.

R-CNN has high AP on VOC 2007. However, R-CNN

drops off considerably when applied to artwork. This sug-

gests that R-CNN is highly overfit to PASCAL VOC. R-

CNN uses Selective Search for bounding box proposals

which is highly tuned for natural images. The classifier step

in R-CNN only sees small regions and is dependant on get-

ting good proposals from Selective Search.

DPM maintains its AP well when applied to artwork.

Prior work theorizes that DPM performs well because it has

strong spatial models of the shape and layout of objects.

Though DPM doesn’t degrade as much as R-CNN, it also

starts from a lower AP.

YOLO has high performance on VOC 2007 and it gen-

eralizes well. Like DPM, YOLO models the size and shape

of objects. Since it looks at the whole image, it also models

relationships between objects and where objects commonly

appear in scenes. Artwork and natural images are very dif-

ferent on a pixel level but they are similar in terms of the

size and shape of objects, thus YOLO can still predict good

bounding boxes and detections.
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RCNN

D&T

Humans

DPM

YOLO

(a) Picasso Dataset precision-recall curves.

VOC 2007 Picasso People-Art

AP AP Best F1 AP

YOLO 59.2 53.3 0.590 45

R-CNN 54.2 10.4 0.226 26

DPM 43.2 37.8 0.458 32

Poselets [2] 36.5 17.8 0.271

D&T [4] - 1.9 0.051

(b) Quantitative results on the VOC 2007, Picasso, and People-Art Datasets.

The Picasso Dataset evaluates on both AP and best F1 score.

Figure 5: Generalization results on Picasso and People-Art.

Figure 6: Qualitative Results. YOLO running on artwork and natural images. It is mostly accurate although it does think one person in

an image is an airplane.

5. Real-Time Detection In The Wild

YOLO is a fast, accurate object detector, making it ideal

for computer vision applications. We connect YOLO to a

webcam and verify that it maintains real-time performance,

including the time to fetch images from the camera and dis-

play the detections.

The resulting system is interactive and engaging. While

YOLO processes images individually, when attached to a

webcam it functions like a tracking system, detecting ob-

jects as they move around and change in appearance. A

demo of the system can be found on our YouTube channel:

https://goo.gl/bEs6Cj.

6. Conclusion

We introduce YOLO, a unified model for object detec-

tion. Our model is simple to construct and can be trained

directly on full images. Unlike classifier-based approaches,

YOLO is trained on a loss function that directly corresponds

to detection performance and the entire model is trained

jointly.

Fast YOLO is the fastest general-purpose object detec-

tor in the literature and YOLO pushes the state-of-the-art in

real-time object detection. YOLO also generalizes well to

new domains making it ideal for applications that rely on

fast, robust object detection.
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